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ABSTRACT

The classical Grüss inequality has spurred a range of improvements, gener-

alizations, and extensions. In this article, we provide new functional bounds

that ultimately lead to two elementary proofs of the inequality that might

be of interest. Our results are motivated by the extreme cases where the

equality is reached, namely step functions of equal support. Our �rst proof

is based on the standard Cauchy-Schwarz inequality and a simple bound on

the variance of a function. Its simplicity would be of particular interest to

those who are new to the study of functional inequalities. Our second proof

utilizes non-intuitive and novel bounds on functionals de�ned on L∞(0, 1).

As a result, we provide a detailed and new insight into the nature of the

Grüss inequality.
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1 Introduction

Grüss demonstrated an interesting and rather useful functional inequality de�ned on

essentially bounded, measurable functions that controls the di�erence between the inte-

grated product of two such functions and the product of their integrals. It has, since,

generated a signi�cant amount of additional results. The Grüss inequality has some sim-

ple extensions [1]. More complex generalizations are also well-known [2, 3] (see [4] for an

interesting proof of the Ostrowski-Grüss inequality). These generalizations have found

signi�cant applications in numerical mathematical analysis, probability and statistics,

and coding theory.

The classical Grüss inequality [5] deals with L∞(a, b), the space of real-valued, Lebesgue

measurable, essentially bounded functions de�ned on the interval [a, b] ⊂ R:
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Theorem 1. Let f, g ∈ L∞(a, b) be such that m ≤ f ≤ M and p ≤ g ≤ P almost

everywhere. Then,

1

b− a

b∫
a

f(x)g(x) dλ(x)− 1

(b− a)2

b∫
a

f(x) dλ(x)

b∫
a

g(x) dλ(x)

≤ (M −m)(P − p)
4

. (1)

Proofs of (1) are not elementary [6, 7]. In the following paper we present two additional,

self-contained proofs that might be of interest. In particular, we provide additional

insight and interpretation into why the inequality holds.

It is straightforward to check that (1) can be re-written as

1

(b− a)2

b∫
a

dλ(x)

b∫
a

dλ(y)

[
f(x)−m
M −m

− f(y)−m
M −m

] [
g(x)− p
P − p

− g(y)− p
P − p

]
≤ 1

2
. (2)

Notice that the transformation (f(x)−m)/(M−m) is a bijection from {f ∈ L∞(a, b)|m ≤
f ≤ M, a.e.} to {f ∈ L∞(a, b)|0 ≤ f ≤ 1, a.e.}. A similar statement is true for the

transformation (g(x)− p)/(P − p). Therefore, the left hand side of (2) involves functions

with essential bounds 0 and 1, while the right hand side is a constant. These observations,

coupled with the transformation x→ (x−a)/(b−a), de�ne the shift and scale invariance

of (1). Therefore, it is actually convenient to consider, without loss of generality, the

specialization [a, b] = [0, 1] and [m,M ] = [p, P ] = [0, 1]. In this case, therefore, we can

re-write (1) as

1∫
0

dλ(x)

1∫
0

dλ(y) (f(x)− f(y)) (g(x)− g(y)) ≤ 1

2
. (3)

The rest of the paper centers on proving (3). The main results of the paper are shown

below. We will use these results to prove theorem 1 and then we will prove the results

themselves. In the following, sets are measurable in the Lebesgue sense and λ refers to

the Lebesgue measure on the real line.

Lemma 1. Let X ⊂ R be measurable with λ(X) = 1 and let f : X → [m,M ] with∫
X f(x) dλ(x) = µ. Then,∫

X
(f(x)− µ)2 dλ(x) ≤ (M − µ)(µ−m).

Lemma 2. Let X ⊂ [0, 1] be measurable and f : X → R integrable. Then, we can �nd a

subset S ⊂ X with λ(S) = λ(X)/2, together with a real number κ such that f ≤ κ on S

and f ≥ κ on Sc.
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Theorem 2. Let X ⊂ [0, 1] with λ(X) = 1 and let f : X → [−1, 1] be a measurable

function. Then, ∫
X

∫
X
|f(x)− f(y)| dλ(x) dλ(y) ≤ 1. (4)

2 First proof of the Grüss inequality

The main motivation behind this proof is the fact that the left hand side of (1) resembles

the correlation function between two random variables. It involves the average of the

product of f and g, from which the product of the individual averages is subtracted.

Well-known bounds on the correlation function can then be invoked. Using the Cauchy-

Schwarz inequality, we can bound the left hand side of (3) as follows

1∫
0

dλ(x)

1∫
0

dλ(y) (f(x)− f(y)) (g(x)− g(y)) ≤
√
T (f)T (g) (5)

where the functional T is de�ned as

T (f) =

1∫
0

dλ(x)

1∫
0

dλ(y) (f(x)− f(y))2 . (6)

We can further expand the right hand side of the above de�nition and apply lemma 1

1∫
0

dλ(x)

1∫
0

dλ(y) (f(x)− f(y))2 = 2

1∫
0

f(x)2 dλ(x)− 2

 1∫
0

f(x) dλ(x)

2

= 2

1∫
0

(f(x)− µ)2 dλ(x) ≤ 2µ(1− µ) ≤ 1

2
(7)

where µ is as de�ned in lemma 1. It is clear now that (7) and (5) imply (3).

3 Second proof of the Grüss inequality

A more direct way to prove (1) is presented in this section. A naive bound on the left

hand side of (3), that replaces the g(x)−g(y) factor under the integral with its maximum

possible value, leads to

1∫
0

dλ(x)

1∫
0

dλ(y) (f(x)− f(y)) (g(x)− g(y)) ≤
1∫

0

1∫
0

|f(x)− f(y)| dλ(x) dλ(y). (8)
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The inequality (3) follows now directly from (8) and theorem 2. The bulk of this proof is

in lemma 2 and theorem 2. Notice that dropping g(x)− g(y) in the integrand of (3) did

not lead to a weaker inequality; indeed, it allowed us to prove it. This is not accidental;

indeed, the reason, and also the motivation for this proof, is in the extreme cases which

reduce (1) to an identity, namely, when f and g are equal to the same step function. As

an example, consider the case

f(x) = g(x) =

0, x < 1/2

1, x ≥ 1/2

It is straightforward to check that these functions reach the equality in (3). More impor-

tantly, equality is also reached in (8), lemma 1, and theorem 2. The choice above is not

unique; any step function with equal support, i.e. λ
(
f−1(0)

)
= λ

(
f−1(1)

)
, will reach

the equality in (3). How this happens is demonstrated in the proof of theorem 2.

4 Proofs of the main results

Proof of lemma 1. Let S = {x ∈ X|f(x) ≥ µ}, a measurable subset of X. We have∫
S
(f(x)− µ)2 dλ(x) ≤ (M − µ)

∫
S
(f(x)− µ) dλ(x). (9)

Similarly on the complement of S, we have∫
Sc

(f(x)− µ)2 dλ(x) ≤ (m− µ)
∫
Sc

(f(x)− µ) dλ(x). (10)

Adding (9) and (10) and taking into consideration the de�nition of µ, we obtain∫
X
(f(x)− µ)2 dλ(x) ≤ (M −m)

∫
S
(f(x)− µ) dλ(x). (11)

On the other hand, the boundedness of f(x) − µ on S and Sc implies the following

sequence of inequalities

λ(Sc) ≥ 1

µ−m

∫
Sc

(µ− f(x)) dλ(x);∫
S
(f(x)− µ) dλ(x) ≤ (M − µ)λ(S) = (M − µ) (1− λ(Sc))

≤ (M − µ)
(
1− 1

µ−m

∫
S
(f(x)− µ) dλ(x)

)
⇒
∫
S
(f(x)− µ) dλ(x) ≤ (M − µ)(µ−m)

M −m
. (12)

Plugging inequality (12) into the right side of (11) proves the lemma.
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Proof of lemma 2. We start the proof with the observation that for any real number k,

we have the simple set identities f−1 ((−∞, k)) =
⋃
l<k

f−1 ((−∞, l)) and f−1 ((−∞, k]) =⋂
l>k

f−1 ((−∞, l)). We then de�ne the function φ(k) ≡ λ
(
f−1 ((−∞, k))

)
. From the

above set identities and the monotonicity of the Lebesgue measure, it follows that φ is a

monotonically increasing, left continuous function with a potential jump at a given real

number k equal to λ
(
f−1(k)

)
. From the integrability of f , it follows that lim

k→−∞
φ(k) = 0

and lim
k→∞

φ(k) = λ(X). If there is a real number κ such that φ(κ) = λ(X)/2, we can

de�ne S ≡ f−1 ((−∞, κ)) and the proof of the lemma would be complete.

Otherwise, assume that such a real number does not exist and de�ne κ = sup{k|φ(k) ≤
λ(X)/2}. From the left continuity and this assumption, we have φ(κ) < λ(X)/2. From

the de�nition of κ it also follows that lim
k→κ+

φ(k) ≥ λ(X)/2. Thus, we can �nd a number

r ∈ (0, 1] such that the set

S ≡ f−1 ((−∞, κ))
⋃{

f−1(κ)
⋂

[0, r]
}

satis�es λ(S) = λ(X)/2. It is obvious that f(Sc) ⊂ [κ,∞) and the proof of the lemma

is now �nished.

Proof of theorem 2. Let S, Sc, and κ be as in lemma 2. We can divide the integral in

the statement of theorem 2 as follows∫
X

∫
X
|f(x)− f(y)| dλ(x) dλ(y) =

∫
S

∫
S
|f(x)− f(y)| dλ(x) dλ(y)

+

∫
Sc

∫
Sc

|f(x)− f(y)| dλ(x) dλ(y) + 2

∫
S

∫
Sc

|f(x)− f(y)| dλ(x) dλ(y). (13)

We will use this breakdown to construct a modi�ed function that reaches equality in (4).

We start by modifying f over the set Sc. To this end, de�ne the function

f̃(x) =

f(x), x ∈ S

1, x ∈ Sc

The function f̃ is constant on Sc, hence

∫
Sc

∫
Sc

∣∣∣f̃(x)− f̃(y)∣∣∣ dλ(x) dλ(y) = 0. (14)
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More importantly, f̃(y) ≥ κ ≥ f̃(x) for any x ∈ S and y ∈ Sc. Therefore, we have∫
S

∫
Sc

∣∣∣f̃(x)− f̃(y)∣∣∣ dλ(x) dλ(y) = ∫
S
dλ(x)

∫
Sc

dλ(y)(1− f(x)) =∫
S
dλ(x)

∫
Sc

dλ(y)[1− f(y) + f(y)− f(x)] =

1

2

(
1

2
−
∫
Sc

f(x) dλ(x)

)
+

∫
S
dλ(x)

∫
Sc

dλ(y)|f(x)− f(y)|. (15)

Lastly, we can write∫
Sc

∫
Sc

|f(x)− f(y)| dλ(x) dλ(y) =
∫
Sc

∫
Sc

|(1− f(y))− (1− f(x))| dλ(x) dλ(y) ≤

2

∫
Sc

∫
Sc

|1− f(x)| dλ(x) dλ(y) =
∫
Sc

(1− f(x)) dλ(x) = 1

2
−
∫
Sc

f(x) dλ(x). (16)

Combining (14), (15), and (16) into the breakdown (13) proves that∫
X

∫
X

∣∣∣f̃(x)− f̃(y)∣∣∣ dλ(x) dλ(y) ≥ ∫
X

∫
X
|f(x)− f(y)| dλ(x) dλ(y). (17)

We can re-apply the above logic to the functions f̃(x) and

φ(x) =

−1, x ∈ S

1, x ∈ Sc

to obtain that∫
X

∫
X

∣∣∣f̃(x)− f̃(y)∣∣∣ dλ(x) dλ(y) ≤ ∫
X

∫
X
|φ(x)− φ(y)| dλ(x) dλ(y) = 1. (18)

Inequalities (17) and (18) imply the theorem.

5 Conclusion

In this paper, we provided unique and self-contained results that provide bounds on

functions de�ned on the real line with very few conditions. These results lead to two

proofs of the classical Grüss inequality. Our �rst proof was based on the standard Cauchy-

Schwartz inequality and a simple bound on the variance of a function. We believe that

this would be of particular interest to those who are new to the study of functional

inequalities. Our second proof utilized non-intuitive and novel bounds on functionals

de�ned on L∞(0, 1). Through the use of equally supported step functions, in conjunction

with the above bounds, we provided a detailed and new insight into the nature of the

Grüss inequality.
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